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ABSTRACT
The bulk of solar flare energy is deposited in the chromosphere. Flare ribbons and footpoints in the chromosphere therefore offer
great diagnostic potential of flare energy release and transport processes. High quality observations from the IRIS spacecraft
have transformed our view of the Sun’s atmospheric response to flares. Since most of the chromospheric lines observed by IRIS
are optically thick, forward modelling is required to fully appreciate and extract the information they carry. Reproducing certain
aspects of the Mg ii lines remain frustratingly out of reach in state-of-the-art flare models, which are unable to satisfactorily
reproduce the very broad line profiles. A commonly proposed resolution to this is to assert that very large values of ‘microtur-
bulence’ is present. We asses the validity of that approach by analysing optically thin lines in the flare chromosphere from the
X-class flare SOL2014-10-25T17:08:00, using the derived value of nonthermal width as a constraint to our numerical models.
A nonthermal width of the order 10 km s−1 was found within the short-lived red wing components of three spectral lines, with
relatively narrow stationary components. Simulations of this flare were produced, and in the post-processing spectral synthesis
we include within the downflows a microturbulence of 10 km s−1. While we can reproduce the O i 1355.598 Å line rather well,
and we can capture the general shape and properties of the Mg ii line widths, the synthetic lines are still too narrow.

Key words: Sun: flares – Sun: chromosphere – Sun: UV radiation – line: formation – Sun: activity – Physical Data and Processes:
radiative transfer

1 INTRODUCTION

The broadband transient, yet intense, enhancement to the Sun’s ra-
diative output is what characterises a solar flare. Although the bulk
of the flare radiative output originates from the chromosphere, where
dramatic ribbon-like features, alongside more compact footpoint-like
sources emit strongly in the UV, optical and infrared (Fletcher et al.
2011), the energy release site is generally agreed to located in the solar
corona. Following magnetic reconnection in the corona a tremendous
amount of energy is released, manifesting in many forms, including
plasma heating, the production of magnetohydrodynamic waves, and
particle acceleration. This energy is subsequently transported to the
chromosphere, where it is dissipated, heating and ionising the plasma
there. Thus, the radiation produced in the flaring chromosphere is an
important, yet not fully understood, source of diagnostic potential
of these various processes. It is the lower atmosphere’s window on
the flare’s energy release, and energy transport processes, including
the dynamics of the current sheet since newly reconnected magnetic
field lines are rooted in the chromosphere.

In the standard flare model directed beams of nonthermal electrons
are a primary means by which energy is transported to the chromo-
sphere. These are thermalised by Coulomb collisions in the relatively
dense chromosphere/lower transition region, producing hard X-rays.

★ E-mail: kerrg@cua.edu

The energy spectrum of those X-rays can be inverted to obtain prop-
erties of the parent electron distribution (e.g. Brown 1971; Holman
et al. 2011; Kontar et al. 2011). In addition to a distribution of non-
thermal electrons, it is possible that nonthermal protons (e.g. Ramaty
& Mandzhavidze 2000; Shih et al. 2009; Emslie et al. 2012; Kerr
et al. 2023), thermal conduction (e.g. Antiochos & Sturrock 1978;
Cheng et al. 1983; MacNeice 1986), and downward propagating
high-frequency Alfvénic waves (Emslie & Sturrock 1982; Fletcher
& Hudson 2008; Russell & Stackhouse 2013; Reep & Russell 2016;
Reep et al. 2018; Kerr et al. 2016) also play a role. As new field
lines reconnect, the ribbons and footpoints in the chromosphere un-
dergo apparent motions, as energy is transported to the footpoints of
the magnetic loops. The intense plasma heating drives mass flows
through pressure imbalance, filling the coronal loops with chromo-
spheric material, known as ‘chromospheric evaporation.’ Conser-
vation of momentum also results in downflows of dense material,
known as ‘chromospheric condensations’. There is a rich observa-
tional and theoretical literature of chromospheric evaporation and
condensations, and a few select but by no means exhaustive exam-
ples are Milligan et al. (2006); Milligan & Dennis (2009); Sellers
et al. (2022); Graham & Cauzzi (2015); Graham et al. (2020); Fisher
et al. (1985a,b,c). For reviews that touch of these topics see also:
Fletcher et al. (2011), Milligan (2015), and Kerr (2022). The dense
and hot flare loops subsequently emit in extreme-UV and soft X-rays,
producing the flare arcade
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The launch of the slit-scanning Interface Region Imaging Spec-
trograph (IRIS; De Pontieu et al. 2014) opened a new spectroscopic
window on the flaring chromosphere, offering routine observations
in the near-UV and far-UV at high spectral, spatial and temporal
resolution. For a recent review of the IRIS mission consult De Pon-
tieu et al. (2021), and for reviews that focus in particular on the
marriage of IRIS observations and flare loop models, relevant to the
latter half of this study, see Kerr (2022) and Kerr (2023). Though
observing several optically thin lines from the transition region or hot
(∼ 11 MK) flare plasma IRIS primarily observes the chromosphere
via optically thick spectral lines, like most ground-based observations
of the chromosphere.

Consequently, the majority of chromospheric flare studies using
IRIS observations have focussed on trying to interpret the optically
thick Mg ii h & k resonance lines, and the subordinate triplet that form
nearby. These lines are seen to brighten, broaden significantly, and
exhibit both redshifts and red-wing asymmetries. Additionally, the
central reversal often fills in such that the lines are single peaked. The
subordinate lines transition from absorption to emission. See Kerr
et al. (2015), Liu et al. (2015), Panos et al. (2018), and Rubio da Costa
et al. (2016) for discussions regarding their general flare responses.
Using machine learning techniques to cluster Mg ii NUV profiles
from more than 30 flares into representative flare spectra, Panos et al.
(2018) also identified that at the leading edge of flare ribbons, also
known as ribbon fronts, the h & k lines appear quite different. They
have deep central reversals, a slightly blueshifted line core, and are
even broader than ‘typical’ flare profiles that themselves broaden to
have a full width at half maximum up to the order of∼ 1 Å. Numerical
studies of the Mg ii flare profiles have been successful in identifying
that a large electron density (𝑛𝑒 > 5×1014 cm−3 at the core formation
height) can result in single peaked profiles (Rubio da Costa & Kleint
2017; Zhu et al. 2019), that redshifts and red-wing asymmetries are
related to chromospheric condensations (e.g. Graham et al. 2020),
and that ribbon front behaviours can be explained by a relatively
weak flux of energetic nonthermal electrons (e.g. Polito et al. 2023,
who found that an energy flux 𝐹 <∼ 1 − 5 × 109 erg s−1 cm−2

was more consistent with ribbon front profiles, compared to more
commonly used values on the order 𝐹 = 1010−11 erg s−1 cm−2).

However, there are some outstanding questions regarding the Mg ii
spectra in flares. Primary amongst these is the source of such large
broadening. Radiative hydrodynamic modelling of the Mg ii spectra
in flares is as-yet unable to satisfactorily produce very broad pro-
files. Several attempts have been made to rectify this. Zhu et al.
(2019) improved the treatment of Stark damping, but still found that
a factor 30x the Stark damping was necessary to be consistent with
the observations. Might this suggest the need for a stronger density
enhancement deep in the atmosphere? Other attempts have largely
focussed on either unresolved large bi-directional macroscopic flows
(e.g. Rubio da Costa & Kleint 2017), with downflows in excess of
> 150 − 200 km s−1 required in the chromosphere, of which is
there is scant evidence1, or on enhanced microturbulent broadening
(e.g. Rubio da Costa & Kleint 2017; Huang et al. 2019; Zhu et al.
2019). A large magnitude of microturbulent broadening through the
line core formation region, and into the deeper chromosphere, of
30 − 50 km s−1 was required to approach the width of the observed

1 That is, we do not observe such large Doppler shifts of other more narrow
chromospheric lines, though these flows could in theory be confined to a
small range of altitudes. Typical flows in chromospheric condensations are
on the order a few 10-100 km s−1

spectra in those studies. It is not clear if such large values, which
approach the chromospheric sound speed, are realistic.

Although optically thick lines are usually very non-Gaussian in
shape, any microturbulence present in the atmosphere could still act
to the broaden the core and near wings of the lines, in the same way
that both optically thick and thin lines are broadened thermally. The
difficulty is that unlike optically thin lines, subsequent scattering and
opacity effects redistribute those those photons, making it non-trivial
to separate the various mechanisms that result in broadening above
the thermal width, and thus difficult to measure turbulence in the
lower solar atmosphere.

One means to estimate the actual values of microturbulence that
would act to broaden the Mg ii lines is to measure the nonthermal
width of an optically thin spectral line that forms in the same volume
or at least very close in altitude to the Mg ii lines, with the assumption
that this nonthermal width is due to microturbulence. For the time
being, the origin or nature of this turbulence does not matter (e.g.
fluid/plasma instabilities, sheared flows), we are simply placing a
limit on its role and do not speculate further. Nonthermal widths
of optically thin lines in the transition region and corona have been
studied extensively, both in flares and other solar phenomenon (see
these reviews: Milligan 2015; Del Zanna & Mason 2018; De Pontieu
et al. 2021), but this cannot be said of the chromosphere.

Fortunately, IRIS does observe a small number of optically thin
lines in the chromosphere, though these have been studied very little
in comparison to the much stronger optically thick lines. Further, it
is usually the case that only portions of the detector are read out,
and that the optically thin O i 1355.598 Å line is not fully observed
since it is at the edge of most observation window linelists. Here we
perform an observational analysis and numerical modelling study of
the O i 1355.598 Å line, along with two other chromospheric lines
that may be optically thin. We use the results of that study to infer
an observationally constrained value of microturbulence present in
the flaring chromosphere and, by including the microturbulence as
a free parameter in our modelling, make an assessment of whether
this is sufficient to explain the magnitude of Mg ii line broadening in
flares.

We address in this manuscript: (1) what are the observed spectral
line properties, in particular the nonthermal widths, within the opti-
cally thin flare chromosphere?; (2) is our forward modelling of O i
1355.598 Å in a flare simulation with a chromospheric condensation
consistent with observations?; (3) does O i 1355.598 Å form near
the Mg II NUV lines, and does it remain optically thin?; and (4)
is the observed microturbulence added within the condensation in
our model sufficient to broaden the Mg ii lines or do we still need
additional physics in our models to explain Mg ii line widths?

2 LINE SELECTION

The O i 1355.598 Å formation properties were studied most recently
by Lin & Carlsson (2015), who used an MHD model to understand
quiet Sun properties of this line. They found that it was optically thin
and therefore suitable for assessing nonthermal widths in the chromo-
sphere around its formation temperature that in their radiative magne-
tohydrodynamics (RMHD) model ranged around𝑇 ≈ 6−10 kK. The
O i/O ii ionisation stratification was dependent on charge exchange
via neutral hydrogen, meaning that in flares the strongly varying H
ionisation stratification will impact the formation of O i. The inter-
combination 1355.598 Å line is populated largely by cascades from
higher lying levels, and the intensity dependent on the square of the
electron density. This means that the non-equilibrium flaring H ioni-
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sation and electron density stratification are crucial when predicting
O i 1355.598 Å emission, requiring radiation transfer modelling. To
our knowledge the only flare observations at the time of writing in-
clude Cheng et al. (1980) and Warren et al. (2016). The former found
that during flares the ratio of O i to the nearby C i 1355.844 Å lines
decreases such that the C i line is much stronger than O i (possibly due
to electron density effects), and the latter noted that in a B class flare
the line showed no notable Doppler motions or strong broadening.

A crucial assumption in our methodology is that the O i 1355.598 Å
line forms near Mg ii in flares, and that the O i 1355.598 Å remains
optically thin throughout the flare. In their numerical study of Si iv
in flares, Kerr et al. (2019a) showed the relative formation height of
the line core of several lines, including O i which was indeed nearby
Mg ii. Further, they note that the O i 1355.598 Å line seems to remain
optically thin. However, they did not perform a detailed analysis of
the O i formation in their model. We show a more detailed analysis
of O i in a data-guided flare simulation here.

Alongside O i we analyse Cl i 1351.66 Å, and Fe ii 2814.445 Å.
The Cl i 1351.66 Å line was studied by Shine (1983), who found that it
was stronger than expected due to optical pumping by C ii lines. They
found that the optical depth was around unity at some height in the
chromosphere. Opacity likely plays a role in its formation, but Shine
(1983) note that the line is ‘effectively thin’, meaning that photons
can escape without being absorbed but may be scattered in angle,
frequency or between other Cl i levels. So, although stronger than O i
this line is less ideal in that any nonthermal width measurement must
come with the caveat that it is an upper limit due to potential opacity
effects. Shine (1983) also note that modelling with a more realistic
C ii resonance line radiation field could result in significant changes
to their modelling, and no flare modelling has been performed. Since
the flare we observed includes a rare observation of this line and that
we noticed a similar red-wing asymmetry in both O i and Cl i, we
elected to include Cl i 1351.66 Å in our analysis in case the shifted
component in particular was optically thin.

We include the Fe ii for similar reasons. This line was analysed
observationally by Kowalski et al. (2017), Kowalski et al. (2019)
and Graham et al. (2020), who noted that its relative narrowness
and smaller optical depth compared to the Mg ii resonance lines
made it better suited to studying chromospheric condensations. The
lines included either a red wing asymmetry, or a wholly separate
red wing component that subsequently merged with the stationary
component (that is, the component near the rest-wavelength). Graham
et al. (2020) found that the Fe ii line wing formed along the leading
edge of the chromospheric condensation in their flare model. Further
comments on the opacity of the line during flares is included later in
this manuscript.

3 OBSERVATIONS

The GOES X1-class flare from 2014 October 25 at ≈ 17UT
(SOL2014-10-25T17:08:00) was observed by IRIS, the Reuven Ra-
maty High-Energy Solar Spectroscopic Imager (RHESSI; Lin et al.
2002), and the Fermi Gamma-Ray Burst Monitor (GBM; Meegan
et al. 2009), the latter two of which provide important context regard-
ing the presence of high-energy particles. This event has been studied
by numerous authors (Bamba et al. 2017; Kleint et al. 2017; Ashfield
et al. 2022; Li et al. 2019; Kowalski et al. 2019), in part because IRIS
was operating with full spectral readout, a rather uncommon mode.

The flare had a complicated three-ribbon structure, of which IRIS
caught two. Bamba et al. (2017) christened the ribbons from solar
west to east XR1, XR2, and XR3. Kowalski et al. (2019) studied

continuum emission from XR3, which brightened during the fourth
hard X-ray (HXR) peak as observed by Fermi/GBM. This ribbon
swept into the penumbra and umbra where it crossed the IRIS slit.
Figure 1 shows a snapshot of this ribbon near its peak, where XR3
is highlighted by the box near 𝑥 = 370′′, 𝑦 = −315′′. In that figure
each image is a different filter from IRIS’ Slit-Jaw Imager. The other
ribbon present in those images is XR2. Four bursts of HXRs were
observed by Fermi/GBM, at 16:59:17UT, 17:00:23UT, 17:03:31UT,
and 17:17:27UT. We study UV emission associated in time with the
last of these bursts. Though imaging is not possible using Fermi/GBM
data both Kleint et al. (2017) and Ashfield et al. (2022) performed
imaging of RHESSI HXRs, finding a coronal source with extensions
down to footpoints co-temporal with the 1st Fermi/GBM burst, and
with a purely coronal source at a time in between the 3rd and 4th
Fermi/GBM bursts. We do not present a further analysis of the HXR
data here, but comment further in Section 5.1 where it is relevant to
data-guided modelling of this flare.

For these observations IRIS was operating in sit-and-stare mode,
with a full readout of the spectral detectors with a relatively high
cadence (averaging ∼ 5.36 s) with an exposure time of 𝜏exp ∼ 4 s.
The spectrograph observed in the following channels: the far-UV
short channel (FUVS) at 𝜆 = [1332 − 1358] Å, far-UV long channel
(FUVL) at 𝜆 = [1389−1407] Å, and the near-UV channel (NUV) at
𝜆 = [2783 − 2835] Å. On-board two-pixel summing was performed
both in the spectral and spatial dimensions, such that the spectra were
obtained along the slit with 0.33′′pix−1, and with spectral spacing
of 50.92 mÅ pix−1 in the NUV, 25.96 mÅ pix−1 in the FUVS,
and 25.44 mÅ pix−1 in the FUVL. IRIS’ Slit-Jaw Imager provided
images in the 1330 Å (C ii, 𝑇 ∼ 10 − 30 kK), 2796 Å (Mg ii k,
𝑇 ∼ 5−15 kK), and 2832 Å (Mg ii wing, 𝑇 ∼ 5−6.5 kK) filters with
a typical cadence of ∼ 16 s. Quoted formation temperatures are the
pre-flare values.

3.1 General Comments on the Flaring Spectra

Spacetime diagrams of XR3, around the time of the fourth large scale
HXR burst and heating episode in the transition region/chromosphere
(inferred from brightenings of the IRIS SJI observations), are shown
in Figure 2. Each panel is a different spectral line, where the intensity
is integrated over the extent of the line. Top left is Cl i 1355.66 Å,
top right is O i 1355.598 Å, bottom left is the Mg ii k line, and the
bottom right is the Fe ii 2814.445 Å line. In each panel the strongest
sources are highlighted by contours, the level of which is stated in
the figure caption. Flaring emission in each line follows a similar
evolution and morphology, with the ribbon propagating east along
the slit with time (which is downward in the maps in Figure 2). The
flare sources generally persist at a very strong level for less than two
minutes, after which their intensity falls below the contour threshold.
They do, however, have a more gradual decay following this initial
decrease, staying brigher than the pre-flare for many minutes. Since
outside of the penumbra/umbra the background continuum level is
very much stronger, the Fe ii line is in absorption or only weakly
in emission and difficult to discern, only showing as a prominent
emission line in the lower part of the maps. From these maps of the
source evolution three pixels were selected for detailed study later in
the manuscript, indicated by the dotted horizontal lines.

Inspecting the spectra near the peak of the this heating episode
reveals intensity enhancements, some line broadening, and modest
Doppler shifts that mostly manifest as red wing asymmetries. Figure 3
shows spectrograms of the Cl i 1351.66 Å line, the O i 1355.598 Å
line and the adjacent C i 1355.844 Å line, the Fe ii 2814.445 Å
line, and the Mg ii NUV spectra including the h & k resonance
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Figure 1. Context for the X-class 2014-Oct-25 solar flare, focussing on a time near the fourth, and final, hard X-ray burst (see hard X-ray analysis in Kowalski
et al. 2019). Shown are three IRIS SJI images, 1330 Å, 2796 Å & 2832 Å from left to right. The flare ribbons are clear in the first two panels, where emission
is dominated by the C ii resonance lines and Mg ii k line, respectively. In the final image the flare ribbons are not very discernible, since this passband largely
samples the continuum, but there a feature in the sunspot umbra/penumbra is present within the highlighted area. The highlighted area, bounded by a red or
blue box, is the main region of interest for the remainder of the study, which is a flare ribbon referred to as XR3 by Bamba et al. (2017) and Kowalski et al.
(2019). The white dashed line is the location of the IRIS SG slit.

lines (2796.34 Å, 2803.53 Å) and subordinate triplet (2791.6 Å,
2798.75 Å, 2798.82 Å). A zoomed-in view of the Mg ii k line is
included also. The flare portion near 𝑥 = 365 − 369′′ exhibits clear
asymmetries, though we note that the overall width of the Mg ii lines
are not as broad as some other flares (e.g. Kerr et al. 2015; Liu et al.
2015; Panos et al. 2018; Huang et al. 2019).

Selecting one of our sources within the region of interest, we show
the time evolution of the response of each line to the flare in Figure 4
and Figure 5, which includes the Si iv 1402.77 Å line for added
context. For each line an image shows the intensity as a function
of wavelength (x-axes) and time (y-axes), where time is shown in
seconds from a zero point that is stated above the colour bar of each
panel. Cut-outs show examples of the spectral lines before, during,
and after the flare, with dotted horizontal dashed lines in the images
indicating the time of each cut-out. A description of each line is
included in Appendix A.

4 NONTHERMAL WIDTHS IN THE FLARE
CHROMOSPHERE

4.1 Single Gaussian Fitting

Though the spectra exhibit red-wing asymmetries during the flare,
we initially fit a single Gaussian component to each line. This enables
us to measure the background values of the nonthermal widths, as
well as to get a sense of the duration of any broadening. Even if
the increase of the width of the Gaussian function fit to the lines
was largely due to the presence of red-wing components (since the
standard deviation, 𝜎, would increase to accommodate the red wing),
the lifetimes of the wider single Gaussian models are reflective of
the lifetimes of the red wing asymmetry and are a useful metric to
obtain.

A single Gaussian component was fit to the O i 1355.598 Å line
and the nearby C i 1355.884 Å line, which is optically thick but
we include that line solely to better constrain the continuum level.
The O i line is narrow, and since IRIS performed on-board spectral
summing, there are times at which the entire line is only a few pixels
across. During the flare, however, the line spans a larger number of
pixels.

Importantly, although it is typical to calculate the value of an
analytic function only at the center wavelength of each pixel when
fitting an analytic function such as a Gaussian profile to spectral data,
in fact, the signal is the integrated flux across the wavelength range of
each pixel. The typical approach thus assumes a linear approximation
to the function over an individual wavelength bin. If there are only a
few spectral pixels across the full width at half maximum (FWHM)
of the profile, using only the center wavelength of each pixel can
introduce significant errors, particularly with respect to line width
and asymmetry parameters. For a detailed discussion of such errors,
see Klimchuk et al. (2016), who provide an iterative algorithm to
adjust the data to compensate for these errors when fitting analytic
functions to the data. Here, we take a more direct approach: when
fitting an analytic function to the observed spectral intensity, we
numerically calculate the average of the analytic function across
each bin, specifically:

𝐹̄ (𝑥 𝑗 ) =
1
𝑁

𝑁−1
2∑︁

𝑛=− 𝑁−1
2

𝐹 (𝑥 𝑗 + 𝑛
Δ𝑥

𝑁
), (1)

where 𝐹 (𝑥) is the analytic function, 𝑥 𝑗 is the center wavelength of
pixel 𝑗 ,Δ𝑥 is the pixel width, 𝑁 is the number of values of 𝑥 to use for
numerically calculating the average, and the average over each pixel,
𝐹̄ (𝑥), is fit to the data (i.e., is used to calculate 𝜒2) rather than 𝐹 (𝑥).
We use 𝑁 = 5, that is, we perform the calculation of the profile at five
times higher sampling than the data in order to rapidly calculate the
average across each pixel for the fitting procedure, therby obtaining
accurate width information.

For a nice overview of line width descriptions see Rathore &
Carlsson (2015). In brief, line widths are generally expressed by
several conventions: the standard deviation of the Gaussian (𝜎), the
FWHM (𝑊), or by the (1/e) half-width, (𝑤). These are related to each
other in the following way:

𝑤 =
√

2𝜎 =
𝑊

2
√

ln 2
(2)

The total width of a spectral line is comprised of various components.
Hereafter we refer to any components of the widths expressed as (1/e)
half-widths as 𝑤comp, and those expressed as FWHM as 𝑊comp.
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Figure 2. Spacetime intensity diagrams for the four chromospheric spectral lines studied in detail. Top left: Cl i 1351.657+0.343
−0.257 Å (the blue contours show

3000 DN). Top right: O i integrated 1355.598+0.135
−0.075 Å (the blue contours show 1000 DN). Bottom left: Mg ii k integrated 2796.34+0.5

−0.5 Å (green contours show
105 DN). Bottom right: Fe ii integrated 2814.445+0.500

−0.125 Å (the red contours show 1000 DN). Note that in this panel the region above the ribbon of interest is
much brighter in the NUV continuum, such that it is orders of magnitude larger than the intensity of the ribbon appearing in the penumbra making the Fe ii line
there indistinguishable with this scaling. In each panel the dashed horizontal lines indicate the pixels along the slit studied in detail. The y-axis on this figure is
solar-X direction (the x-axis along the rectangle shown on Figure 1).

Assuming a Maxwellian plasma, and no opacity effects, the (1/e)
half-width of the line profile can be described by

𝑤 =

√︄
2𝑘𝑏𝑇
𝑚𝑖

+ 𝜉2, (3)

where 𝑘𝑏 is Boltzmann’s constant,𝑇 is the plasma temperature, 𝑚𝑖 is
the ion/atom mass, and 𝜉 is some additional broadening mechanism
that is referred to as the nonthermal width. We make the assumption in
this study that the nonthermal width is wholly due to microturbulence
velocity 𝑉turb, such that 𝜉 = 𝑉turb. The first part of the sum is the
thermal Doppler width of the line. The masses for the atoms/ions
studied here were 𝑚𝑖,O = 15.999 𝑢, 𝑚𝑖,Cl = 35.453 𝑢, and 𝑚𝑖,Fe =

55.845 𝑢, where 𝑢 = 1.6605 × 10−27 kg is the atomic mass unit.
An observed spectral line width also includes broadening due to

the instrument itself, 𝑊I. The total observed FWHM line width is
𝑊obs = 2

√
2 ln 2 𝜎obs, and the nonthermal width of an optically thin

line is

𝑤Nthm =
1

2
√

ln 2

√√√√
𝑊2

obs −
(
2
√

ln 2

√︄
2𝑘𝑏𝑇
𝑚𝑖

)2

−𝑊2
I . (4)

Though sometimes reported as a FWHM in the literature, we will
refer to nonthermal widths as a (1/e) half-width2, 𝑤Nthm, since this
is appropriate when comparing to values to be included in numerical
modelling. We typically discuss widths in velocity units, but when
we refer to widths in wavelength units this was done by multiplying
by 𝜆0

𝑐 , where 𝑐 is the speed of light, 𝜆0 is the central wavelength of
the transition.

Note that for an optically thick line opacity effects result in widths
and shapes that are not solely defined by the thermal and nonthermal
widths as in Eq 3, but those values are still important in the line’s
formation and characteristics.

2 Though in figure labels we drop the ‘half-width’ for brevity
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Figure 3. An overview of chromospheric spectra in the X-class 2014-Oct-25 solar flare, focussing on the region of interest indicated in Figure 1. Each panel is
a different spectral transition, with the rest wavelength of the lines of interest indicated by vertical dashed lines. In each panel the white dotted lines indicated
three pixels that are studied in detail. Shown are: Cl i 1351.657 Å (top left; intensity scaled to 1/4 power), O i 1355.598 Å (top middle; intensity scaled to 1/4
power), Fe ii 2814.445 Å (top right; intensity scaled to 1/4 power), Mg ii near-UV resonance and subordinate lines (bottom left; intensity on a logarithmic
scale), and a more detailed view on the Mg ii k line (bottom right; intensity on a logarithmic scale). It is clear during the flare the lines brighten, broaden, and
are asymmetric with red wing enhancements. The dark band most clearly seen in the NUV data is the fiducial mark on the IRIS detector, used to align the FUV
and NUV observations. Note that since IRIS was rotated by 90° the slit position on the y-axis reflects position E-W on the Sun (solar-X).

Figure 6 shows spacetime maps of the observed FWHM (top row)
and of the 𝑤Nthm (bottom row), both in velocity units. The first col-
umn is our main region of interest, near the easternmost ribbon, and
the second column shows a patch of the western ribbon. Patches of
increased width are present, with morphology consistent with the en-
hanced intensity of flare ribbon sources seen in Figure 2. When mea-
suring the nonthermal widths we assumed a value of 𝑇 = 6 kK (con-
sistent with the range of values in the modelling work of Lin & Carls-
son 2015), which is likely too small for the flare, but at the moment
we are primarily interested in obtained estimates of the non-flaring
𝑤Nthm and the duration of the wider lines. For the instrumental width
we assumed that the spectral point spread function was a Gaussian
with a FWHM of 2.2 unbinned pixels in the FUVS channel, from the
notes in the IRIS SSWIDL routine iris_nonthermalwidth.pro3,
giving 𝑊I = 28.6 mÅ. In Appendix B we demonstrate that for a
reasonable range of values of formation temperature or of 𝑊I the
derived 𝑤Nthm does not change drastically.

In the region of interest, which is in the penumbra/umbra, the
background values are 𝑤Nthm ∼ 2 − 4 km s−1, whereas farther west
in a quiet-Sun region the background values are somewhat higher,
𝑤Nthm ∼ 4.5 − 6 km s−1. These are both somewhat lower than the
values measured by Carlsson et al. (2015), who reported nonthermal
widths of 7.3 km s−1, but that study looked at plage. The lifetime of

3 https://hesperia.gsfc.nasa.gov/ssw/iris/idl/sao/util/
tian/iris_nonthermalwidth.pro

each enhancement was aroundΔ𝑡 ∼ 30−90 s. Selecting three pixels in
the region of interest for closer study we show lightcurves in Figure 7,
in which the red curves are 𝑤Nthm, and the black curves/grey shaded
areas the integrated intensities across the line (from the data, not
from the Gaussian model). Recall that here the increased widths of
the Guassian functions fit to the O i line in the flare ribbon are largely
due to the presence of the red-wing component. Despite initially
decaying with a similar timescale as the width of the Gaussian model,
the intensity does not return to background levels for many minutes.
The lifetime of the intensity peak is around 60 − 90 s, and exhibits a
slow rise some 1.5-2.5 minutes before reaching its peak.

The Mg ii transitions also broaden, which are shown on the second
column of Figure 7. Instead of fitting a Gaussian to the Mg ii spectra,
which are optically thick and very non-Gaussian in shape, we measure
the line’s quantiles (e.g. Kerr et al. 2015; Ruan et al. 2018; Peat et al.
2021, where for example the wavelength corresponding to the 88-th
quantile is written𝑄88), and define the width as the distance between
88-th and 12-th quantiles, 𝑊𝑄 = 𝑄88 − 𝑄12. This is analogous to
the FWHM if the line were Gaussian in shape. The width begins to
increase during the flare, reaching typical values of 𝑊𝑄 = [0.4 −
0.6] Å around the time of peak intensity. Interestingly, 𝑊𝑄 peaks
shortly after the intensity peak.
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Figure 4. The temporal evolution of emission from the source of interest (slit pixel #47, which is the bottom horizontal line shown on Figure 2.), with cut-outs
showing individual spectral in more detail. Shown are the Cl i 1351.657 Å (top left), O i 1355.598 Å (top right), Fe ii 2814.445 Å (bottom left), and Si iv
1402.77 Å (bottom right). In each wavelength-time diagram the horizontal lines indicate the times of the cut-outs, and the times are shown as seconds from 𝑡0.
A weak red-wing component is present in each spectra, e.g. around 𝑡 = 284 s, which shows up more clearly in the narrower lines.

4.2 Spectral Line Metrics From the Chromospheric
Condensation

As indicated earlier, many of the spectra exhibited a red-wing asym-
metry (resulting in very large 𝜒2

𝜈 values), so for three pixels within
the region of interest (slit pixel # [47, 48, 49]) we fit two Gaussian
components each to O i 1355.598 Å, C i 1355.844 Å, Cl i 1351.66 Å,
and Fe ii 2814.445 Å, around the times of the flaring emission. A
single Gaussian component was fit for every exposure, but if the

asymmetry of the line was above a certain threshold4 an attempt to
fit two Gaussian components was performed. One component was
labelled the ‘stationary’ component, and was restricted to have a

4 A measure of asymmetry for each profile was calculated using the metric
described in Polito et al. (2019), where the intensity difference in the red and
blue wings is compared to the peak intensity (in our case we measured the
intensity between 𝜆 = [0.04 − 0.14] Å in each wing). If the asymmetry was
above the typical background value for each line then the profile was flagged
for multiple-component fitting
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Figure 5. Same as Figure 4 but showing the Mg ii 2791.6 Å and Mg ii k lines

small centroid shift typically ±5 km s−1 from the rest wavelength,
but varied sometimes after a visual inspection of the results. The
shifted component that produced the red-wing asymmetry was la-
belled the ‘condensation’ component, and was restricted to have a
centroid larger than the rest wavelength of the line. A visual inspec-
tion confirmed both the presence of red wing component as well as
the quality of the fit. Reduced 𝜒2 metrics, 𝜒2

𝜈 , were calculated also,
and for the O i window 𝜒2

𝜈 was calculated for both the full window
(i.e. including C i), and separately for O i. If the quality of the fit for
a particular exposure was not good (based on a larger 𝜒2

𝜈 , or a fit
that did not capture an obvious red wing component upon visual in-
spection), the bounds and initial guess were varied to obtain a better
result with smaller 𝜒2

𝜈 .
Examples of fitting the O i 1355.598 Å line are shown in Figure 8,

where each panel shows a single exposure of O i 1355.598 and C i

1355.844 Å from IRIS (black lines), with the pixel along the slit
(‘yind’) and time index (‘xind’) noted, both of which refer to the
pixel numbers in the level-2 IRIS data. Error bars (photon counting
plus dark current noise) are included as blue vertical lines at each
wavelength. For each exposure the fit residuals (model - data) are
shown below (note that the data and model fits are shown on a
logarithmic scale, but residuals are on a linear scale).

In some instances the C i 1355.844 Å appeared to exhibit an asym-
metry for quite some time prior to the onset of a measurable asym-
metry in O i 1355.598 Å or the other lines. This may be because
C i 1355.844 Å is a stronger line than O i 1355.598 Å, but Cl i is
fairly strong also and tended to be co-temporal with O i. Perhaps
optical depth effects are playing a role here. Once present, the con-
densation component grew in strength, but never had a peak intensity
dominant over the stationary component. It then decreased in peak
intensity until it was no longer discernible as a component. Typical
lifetimes were 60 − 90 s. After its disappearance, there were occa-
sional re-emergences after a short gap (∼ 5−30 s), that were weak and
persisted only a few exposures (∼ 5− 15 s). As mentioned earlier the
Cl i line may have a non-negligible opacity in the stationary compo-
nent (e.g. Shine 1983), but we operate under the assumption that the
condensation component was optically thin in order to fit that part of
the line and extract metrics from it. Similarly, Fe ii 2814.445 Å may
be optically thick in the pre-flare (e.g. Kowalski et al. 2017; Graham
et al. 2020), though we investigate this in the modelling sections of
this paper.

Using the guess and bounds for each initial successful two-
component Gaussian fit to the profiles, we then employed a Monte
Carlo approach: 10,000 realisations were made for each spectral line
from each exposure, drawing randomly from a Poisson distribution
with mean equal to the observed intensity within each wavelength
bin plus a random uniform sampling of the dark current plus read-
out noise. The total line intensity, nonthermal widths, and Doppler
shift of both components were measured for each realisation. Going
forward, quoted values of each of those line metrics are the 50%
quantile of an exposure’s distribution, with the upper (lower) limits
being the 84% (16%) quantiles.

Comparing the O i 1355.598 Å fit results for each of the three
pixels within the region of interest in Figure 9 we can see fairly
consistent behaviour within each source. In that figure the total line
intensity is the top row, with the total line intensity defined as 𝐼𝑂𝐼 =√

2𝜋𝐼𝑝𝜎/Δ𝜆, where 𝐼𝑝 is the amplitude and 𝜎 the standard deviation
of the Gaussian component (in wavelength units), and Δ𝜆 is the
wavelength grid spacing (required to normalise 𝜎 to be a number
of pixels rather than in units of Å). The second row is the Doppler
shift of the line, 𝑉Dopp, calculated from the shift of the centroid of
the Gaussian component from the rest wavelength, and the third row
is the nonthermal width 𝑤Nthm. The first column is the condensation
component, and the second column is the stationary component.

The total intensity of the condensation component grows over
∼ 40 s to a peak, and decays over approximately a further 40 s (plus
or minus a few exposures for each pixel). While the stationary compo-
nent grows in intensity over a similar timescale, it does not decrease
following the peak, remaining bright over the time frame analysed
here. Doppler shifts are between 2 − 12 km s−1 for the condensa-
tion component (with the range based on a histogram of all three
pixels). That is actually rather slow in comparison to general flare-
induced chromospheric downflows which can be up to several 10s
of km s−1. The stationary component shows only marginal Doppler
shifts around the rest wavelength, including slight blueshifts, which
is not unexpected if this is indeed representing a mostly stationary
layer. Warren et al. (2016) report that in the B-class flare they studied
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Figure 6. Spacetime diagrams of the O i 1355.598 Å line’s FWHM, 𝑊 (top row; green contours are at 11.5 km s−1) and nonthermal line width, 𝑤Nthm (bottom
row; green contours are at 7 km s−1), both obtained from fitting a single Gaussian component. The nonthermal width is expressed as the 1/𝑒 half width. The
first column for each shows the main region of interest, and the second column shows another segment of flare ribbons further west in the field of view. Here we
are primarily illustrating that regions of flare-induced broadening are rather localised and transient, and showing typical magnitudes of 𝑤Nthm outside of the
flare, so assume a fairly low formation temperature of 𝑇 = 6 kK when calculating 𝑤Nthm.

that O i 1355.598 Å showed almost no change in Doppler motions,
and generally exhibited a small blueshift of 𝑉Dopp ∼ −2 km s−1,
which the authors attributed to uncertainty with the wavelength cal-
ibration. Similarly, Warren et al. (2016) note almost no change in
line width, which is consistent with the stationary component that
we observe, where 𝑤Nthm is comparable to the background values
discussed earlier. However, the condensation component does show
an increase above the background, reaching 𝑤Nthm ∼ 5 − 12 km s−1

(with the range based on a histogram of all three pixels), though with
some slightly larger or smaller values at times. There is a fair amount
of scatter within that range, which is likely due to the assumption of
a constant 𝑇 = 10 kK and due to the narrowness of the line which
makes fitting difficult. In a future study, the ideal would be to not
include spectral summing.

We made the assumption that the shifted components of Cl i
1351.66 Å and Fe ii 2814.445 Å were optically thin (allowing us
to extract similar metrics as we did for O i 1355.598 Å), and that
they also form at the same temperature as O i since they originate
within the chromospheric condensation. These assumptions seem to
be largely borne out, with comparable values of𝑉Dopp and 𝑤Nthm for
each line. Considering all three lines there was a typical nonthermal
velocity around 𝑤Nthm = 10 km s−1. Where there are differences,
such as Cl i and Fe ii having a larger initial Doppler shift, these could
be due to those species forming earlier within the condensation’s evo-
lution, or being generally brighter and thus detectable earlier. Also,
there could be a small temperature gradient between the lines such
that a fixed 𝑇 = 10 kK is not fully appropriate. Figure 10 shows

the comparisons of𝑉Dopp (first column) and 𝑤Nthm (second column)
for the three lines, which are represented by different colours and
symbols. Each row is a different slit pixel.

5 MODELLING IRIS SPECTRA IN SOLAR FLARES

As outlined in the Introduction, Mg ii resonance line wings are
anomalously broad compared to model predictions, and one potential
resolution or mitigation is to increase the turbulent velocity in flare
simulations. We performed data-guided flare simulations to model
these lines, and when synthesising the spectral line emission included
an enhanced turbulent velocity of 10 km s−1 inside the condensa-
tion, as suggested by the preceding observational analysis. Given
the widths of the O i, Fe i, and Cl i stationary components it is un-
likely that a turbulent velocity >> 10 km s−1 is present at depths
greater than the condensation. The simulations and the model-data
comparisons are presented below.

5.1 Solar Flare Modelling

Two flare simulations were produced using the RADYN+FP codes,
driven by injected nonthermal electron distributions inferred from
observations, but with the caveat that the pre-flare atmosphere is not
wholly representative of the pre-flare state in the observations. These
are intended as a general guide, and not to represent an apples-to-
apples model-data comparison of these flare sources.
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Figure 7. Evolution of the widths (red lines) and wavelength integrated intensities (black lines and grey shaded region) of the O i 1355.598 Å line (left column)
and Mg ii k lines (right column), for the three pixels within the region of interest (indicated by dashed lines in previous figures). The nonthermal width of the
O i was obtained from single Gaussian component fits. Here we are primarily illustrating the duration of flare-induced intensity enhancement and related line
width increases, and the magnitudes of 𝑤Nthm before and after the flare, so assume a fairly low formation temperature of 𝑇 = 6 kK. For Mg ii the line width is
measured as the difference between the 88-th and 12-th quantiles (𝑄88 − 𝑄12). On those panels the dotted horizontal lines are the typical values during the
flare.

RADYN+FP is the combination of the RADYN radiation hydrody-
namics code (Carlsson & Stein 1995, 1997; Abbett & Hawley 1999;
Allred et al. 2005, 2015) and the nonthermal particle transport code
FP (Allred et al. 2020), which together model the response of the
solar atmosphere to energy injection via a distribution of nonther-
mal particles. RADYN solves the coupled equations of non-local ther-
modynamic equilibrium radiation transfer, non-equilibrium atomic
level populations, and hydrodynamics, including the feedback among
those equations. These equations are solved for one half of a symmet-
ric loop, on an adaptive grid capable of resolving the strong shocks
and gradients that typically appear during flares. Energy injection
via the injected nonthermal particles then heats the plasma, which
evolves and subsequently has a feedback on the energy losses of the
particles as the simulation progresses. Nonthermal collisional exci-
tation and ionisation of hydrogen and helium by the particle beam is
included in the solution, which are important sources of ionisation
during the flare impulsive phase. Backwarming by the optically thin
flare-heated corona and transition region are all included in the solu-

tion, which can heat and photoionise the chromosphere. RADYN was
recently upgraded with an improved treatment of electric-pressure
(Stark) damping of the Hydrogen lines, with the exception of the
Ly𝛼 & Ly𝛽 transitions (Kowalski et al. 2022). Though RADYN now
has the ability to suppress conduction via non-local effects and tur-
bulence (Allred et al. 2022) we do not model those effects in our
experiments, to avoid adding additional unconstrained parameters.
Instead, thermal conduction is Spitzer, saturated at the free-streaming
limit. FP can model the propagation and thermalisation of a distri-
bution of particles of any mass and charge (i.e. electron, proton, or
heavy ion beams, or combinations thereof), including processes such
the beam-neutralising return current. The injected distribution can be
of any form, but here we use the standard assumption of a power-law
with slope 𝛿, low-energy cutoff 𝐸𝑐 and total energy flux, 𝐹.
RADYN, and now RADYN+FP, has become a workhorse of the flare

modelling community, where it has been used to understand at-
mospheric evolution, energy transport mechanisms, and radiative
processes during solar flares. For an in-depth discussion of how
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Figure 8. Examples of fitting Gaussian models to O i 1355.598 Å. Each panel
shows a different time for a single IRIS pixel, with residuals below and the
shaded grey portion shows the region used to calculate the O i 𝜒2

𝜈,OI. In the
top panel a single component is fit to each line (red for O i and green for
C i, with the full model in gold). In the other panels two components are fit
to each line, one stationary (red for O i and grey for C i) and one redshifted
(green for O i and violet for C i), with the total model in gold. Error bars on
the data are in blue.

RADYN and other flare loop models have been employed over the last
decade to help understand IRIS observations see Kerr (2022) and
Kerr (2023).

Ashfield et al. (2022) studied this same flare, from which they de-
termined a loop of length 𝐿 = 85 Mm of a source nearby the ribbon
that we analyse here. We adopt this same length in our experiments
such that the RADYN pre-flare atmosphere was a 𝐿1/2 = 42.5 Mm
half-loop. A reflecting boundary condition was used at the top of the
loop, to mimic incoming disturbances from the other leg of the loop.
The pre-flare structure was a VAL3C-like atmosphere (Vernazza
et al. 1981), with 300 grid cells and apex values of 𝑇 = 1 MK and
𝑛𝑒 = 6.2×108 cm−3, constructed using the atmosphere described in
Carlsson et al. (2023), stretched to 𝐿1/2 = 42.5 Mm from an initial
10 Mm. Bound-bound transitions of H i, He i, He ii, and Ca ii were
solved assuming complete frequency redistribution (CRD), though
the Lyman series were treated as pure Doppler (though with Stark
broadening from Allred et al. 2015) profiles to mimic partial fre-
quency redistribution (PRD) of the Lyman lines for the purposes of
energy balance (see Leenaarts et al. 2012). We acknowledge here
that the observations were of umbral/penumbral flare sources, which
would have a cooler lower atmosphere than we model here. To treat
such an atmosphere properly, particularly as concerns continuum
emission, would require careful consideration of molecular opacity,
which we have not yet included in RADYN. Therefore our models rep-
resent more general flare simulations, with other properties guided
by the observations.

Analysis of the hard X-ray observations from this event, using
RHESSI or Fermi/Gamma Ray Burst Monitor (GBM; Meegan et al.
2009) data, imply a very soft spectrum, with a slope of 𝛿 = 7 − 8
(e.g. Kleint et al. 2017; Kowalski et al. 2019). Imaging the RHESSI
25-50 keV X-rays suggests a strong coronal source present near
∼17:06UT (Ashfield et al. 2022), though there are hints that this
extends down to footpoints (Kleint et al. 2017). There are additional
bursts of hard X-rays observed by Fermi around the time of our source
of interest ∼17:16-17:20 UT. Due to the strong coronal source and
apparent lack of strong footpoints observed at 25 − 50 keV, Ashfield
et al. (2022) suggested that this flare was mostly thermal in nature,
and proceeded to model the event by injecting energy directly at their
loop apex (with timescales guided by the lifetime and intensity of
AIA 1600 Å pixels co-spatial with the IRIS ribbon). However, for a
few reasons we decided to model this event by injecting a distribution
of nonthermal particles5. See Kowalski et al. (2019) for details, but in
summary: (1) the Fermi data suggested a somewhat high value of the
low-energy cutoff, 𝐸𝑐 = 35 keV, so that, indeed, images of 25-50 keV
X-rays may have been largely thermal in nature, with the dominant
source in the corona (the dynamic range of RHESSI means that in
the presence of a strong source, weaker sources are not detectable);
(2) features in the Fermi 35−41 keV and 58−72 keV lightcurves are
co-temporal with the appearance of newly brightened source areas
in the chromosphere, suggestive of a direct link between energetic
electrons and deposition of energy into the lower atmosphere (see
also Graham et al. 2020); and (3) there was a rapid variability in
> 35 keV HXR lightcurves, so they are more likely to to be non-
thermal in nature. The total power carried by nonthermal electrons
at the times of interest were derived from the Fermi observations,
which can be divided over the flaring area to obtain the energy flux.

5 Also, since we aim test the impact of including enhanced microturbulent
broadening inside a condensation, so all we really need are flares that produce
downflows, without being overly concerned as to how the energy ultimately
reached the chromosphere
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Figure 9. The results of fitting two components to the O i 1355.598 Å line during the flare. The left column is the shifted component (the condensation) and the
right column is the ‘stationary’ component. For each the total intensity, Doppler shift, and nonthermal line widths ((1/e) half-widths) are shown. Three pixels
were selected from the region of interest (indicated by the horizontal lines in several prior figures), separated by different colours and symbols. Error bars are
from a Monte Carlo analysis of each profile.

Kowalski et al. (2019) determined a range of possible energy fluxes,
𝐹 = 2 × 1010 − 2 × 1011 erg s−1 cm−2. We chose two values of en-
ergy flux within this range, such that the two flare simulations were
driven by injection of a nonthermal electron distribution with 𝛿 = 8,
𝐸𝑐 = 35 keV, and 𝐹 = [5 × 1010, 2 × 1011] erg s−1 cm−2 (hereafter
we refer to these as 5F10 and 2F11 experiments, respectively), with
a constant injection rate lasting 30 s.

The evolution in space and time of the two flares is shown in
Figure 11, where the lefthand column is the 5F10 simulation, and the
righthand is the 2F11 simulation. Though the temperature panels are
saturated at 𝑇 = 1 MK, this is just to allow more details to be seen
in the cooler lower atmosphere, both simulations resulted in coronal
temperatures exceeding 𝑇 = 10 MK (including in the lower corona
near the flare transition region), and the 2F11 simulation produced
𝑇 > 45 MK. As would be expected, the 2F11 simulation drove more
rapid and dramatic changes, with a much more compressed flare
transition region and chromosphere.

5.2 Synthesising the Flare Spectra

5.2.1 O i & Mg ii Spectral Line Synthesis Using RH15D

RADYN does not typically synthesise by default the species observed
by IRIS, so we instead used the RH15D radiation transfer code (Pereira
& Uitenbroek 2015; Uitenbroek 2001), with RADYNflare atmospheres
used as input. Using RH15D also allowed us to include overlapping
transitions and the effects of PRD (important for the treatment of
the Mg ii line wings, even in flares Leenaarts et al. 2013; Kerr et al.
2019b). The stratification of temperature, electron density, bulk ve-
locity, hydrogen level populations, and the depth scale on which they
are defined, from RADYN are used by RH15D to solve the NLTE ra-
diation transport and statistical equilibrium atomic population equa-
tions. Any number of atomic or molecular species can be included in
the solution. It does, however, not take into account non-equilibrium
ionisation so that the temporal history of the atmosphere is lost when
solving each snapshot. Since the hydrogen ionisation stratification
is important for the formation of O i due to charge exchange, the
lack of non-equilibrium effects can be mitigated by using the non-
equilibrium hydrogen populations from RADYN. We have modified
RH15D to keep the populations of hydrogen from RADYN fixed and to
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Figure 10. Comparing the Doppler shift (first column) and nonthermal line width (second column) of the shifted component (the condensation) obtained for
the O i 1355.598 Å (green ‘+’ symbols), Cl i 1351.657 Å (orange ‘•’ symbols), & Fe ii 2814.445 Å (grey ‘■’ symbols). Each row shows the metrics for a different
slit position. Error bars are from a Monte Carlo analysis of each profile.

just solve the radiation transfer problem for those transitions. This
also allows the inclusion of nonthermal collisional effects (excita-
tion and ionisation of H) on the RADYN hydrogen populations to be
included. We have previously demonstrated that, aside from the ini-
tial onset and cessation of flare heating, non-equilibrium effects can
be safely ignored for Mg ii in moderate-to-strong flares in favour of
modellng PRD effects (Kerr et al. 2019c)6. Another relevant modifi-
cation made to RH15Dwas to use the updated treatment of Mg ii Stark
damping implemented by Zhu et al. (2019) in the non-parallelised
version of RH. Both Mg ii and O i are synthesied in non-LTE.

When processing our flare atmosphere snapshots (at 0.2 s cadence)

6 Tian et al. (2022) compared recipes of radiative losses in flares, and
when doing so found that employing statistical equilibrium rather than non-
equilibrium ionisation could result in intensity differences throughout the
heating phase. However, their heating rate was more gradual than in our
simulations here (hence dynamics were also more gradual). Also, Kerr et al.
(2019b) found that the differences between a CRD and PRD solution were sig-
nificantly greater and, we believe, pose a larger problem than non-equilibrium
effects.

through RH15D we truncated the atmosphere above 𝑇 = 1 MK, and
solved the following in detail: H i, C i+C ii, O i7, Si i+Si ii, & Mg ii8.
Other species included as sources of background opacity in LTE
were: Al i+Al ii, Ca ii, He i+He ii, N i+N ii, Na i+Na ii, S i+S ii, Ba ii,
Ni i+Ni ii, K i, & Sr i. To account for the UV line haze, and the
opacity of transitions not included in the model atoms, we employed
the ‘Kurucz’ linelists9, which model thousands of lines in the range
𝜆 = [20−8000] Å, assuming LTE. Finally, we set an additional value
of microturbulence at each depth point (varying in time) to mimic the
nonthermal width from the observations, that we assume was wholly
due to microturbulence:

𝑉turb =


10 km s−1, 𝑇 < 500 kK, 𝑣𝑧 ≥ 3 km s−1,

3.5km s−1, 𝑇 < 500 kK, 𝑣𝑧 < 3 km s−1

0 km s−1, otherwise,
(5)

7 The 16-level model atom from Lin & Carlsson (2015).
8 The 11-level model atom from Leenaarts et al. (2013).
9 http://kurucz.harvard.edu/linelists.html
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Figure 11. The evolution of the model flare atmospheres from the RADYN+FP code: each simulation was driven by a nonthermal electron distribution, with 𝛿 = 8
and 𝐸𝑐 = 35 keV, and injected energy fluxes of 𝐹 = 5 × 1010 erg s−1 cm−2 (left column) or 𝐹 = 2 × 1011 erg s−1 cm−2 (right column), both heated for 𝑡 = 30 s.
For each the temperature (top row), electron density (second row), bulk velocity (third row) and turbulent velocity (fourth row), and the heating rate of the
nonthermal electron distribution, 𝑄beam (bottom row; note the logarithmic scale in the 2F11 simulation) are shown. The stratification of turbulent velocity was
manually defined only for use in the RH15D simulations, and was set such that 𝑉turb = 3.5 km s−1 everywhere except 𝑇 > 500 kK where 𝑉turb = 0 km s−1, or
within the chromospheric condensation where 𝑉turb = 10 km s−1.

A value of 3.5 km s−1 was chosen outside of the condensation as it
lies in the range for the pre-flare and flaring stationary component
nonthermal widths, and a value of 10 km s−1 was chosen as it was
typical of the nonthermal widths in the red-wing component during
the flare. .

5.2.2 Fe ii Spectral Line Synthesis

RADYN includes one wavelength in the IRIS NUV range at 𝜆 = 2830
Å in its detailed calculations. Thus, we follow Kowalski et al. (2017)

and calculate the Fe ii 2814.445 Å line to compare to the IRIS spectra
of this line from the umbral flare brightenings (Kowalski et al. 2019).
The calculations employ the non-equilibrium electron densities from
RADYN at every time step in the LTE ionization ratios among Fe i,
Fe ii, and Fe iii and LTE population densities of the upper and lower
levels of the Fe ii 2814.445 Å transition. We also include opacity
from all known continuous sources, including the far-wing opacity
from the Mg ii h & k lines (Graham et al. 2020). The photospheric
wing opacity at the wavelengths of Fe ii 2814.445 Å allows for a
more accurate subtraction of the nearby continuum radiation at rela-

MNRAS 000, 1–25 (2023)



O i Nonthermal widths in a Solar Flare 15

Figure 12. The temporal evolution of O i (left) and Fe ii (right) synthetic emission, with cut-outs showing individual spectra in more detail. In each wavelength-
time diagram the horizontal lines indicate the times of the cut-outs. The top row shows the 5F10 simulation, and the bottom row the 2F11 simulation. The red
lines assume no spectral binning, and black lines (and the background) assume 2x spectral binning. For Fe ii spectra we show the flare excess, which better
illustrates the line’s response to the flare in comparison to the observations, given the very different background emission from the quiet photosphere (model)
and umbra (observation)

tively low intensity values during the flare. One aspect of the atomic
data (statistical weights) for Fe has been updated since these mod-
eling papers, but the details of these changes will be described in a
forthcoming publication (Kowalski et al. 2023, in preparation). The
changes result in fainter overall Fe ii line intensity but similar profile
shapes. We also calculate excess continuum intensity values at 2826
Å for comparisons of the continuum-to-line ratio to those calculated
from the observations, which reached values as high as ≈ 8 in this
flare (Kowalski et al. 2019). We checked that the excess values of
the continuum around 2826Å in our calculation with our approxi-
mate formulation of the Mg ii h far-wing opacity are consistent with
RADYN’s calculation at 𝜆 = 2830 Å.

5.2.3 Comments on Plasma Conditions in line Formation Region

From an analysis of the line formation properties we can asses if the
fundamental assumptions of our methodology are reasonable. That
is, that the shifted component of the O i and Fe ii lines10 are optically
thin in the flare, that they have a formation temperature on the order
𝑇 ∼ 10 kK, and that they form close to Mg ii; for more details of this
analysis see Appendix C.

The O i 1355.598 Å can be considered fully optically thin even
during the flare, both the core and shifted component. Though the

10 We also make this assumption for Cl i but cannot test this with our current
modelling setup.
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line core of Fe ii 2814.445 Å suffered from some opacity effects at
certain times, the shifted component was optically thin. Our assump-
tion of optically thin formation conditions for the shifted features of
those lines was therefore found to be valid, both forming inside the
high-lying condensation several hundred km from the point at which
optical depth 𝜏𝜆 = 1. Further, during the flare both the core and
especially the shifted components of those lines form close to the
Mg ii lines (only a few 10s km separation), though there is a strong
gradient in temperature and density present. Still, it is reasonable to
apply the observationally derived values of nonthermal width as a
microturbulent broadening within the condensations in our simula-
tions. The formation temperature of O i 1355.6 Å (𝑇 ∼ 10 − 18 kK)
may be slightly larger than assumed in our observational analysis
(𝑇 = 10 kK). This difference of formation temperature in the con-
densation component should not have a very large impact (recall
Appendix B), but would mean that the value of 𝑉turb = 10 km s−1

in this particular observation, and hence any impact on Mg ii line
broadening, is an upper limit. Similarly, Fe ii and Cl i are heavier
than O i so relatively small differences in temperature have even less
of an impact. Though the stationary components of both O i and Fe ii
form higher during the flare, near Mg ii, they have contributions from
a width swathe of the chromosphere, from 𝑧 >∼ 600 km for O i, and
𝑧 >∼ 400 km for Fe ii. Thus, the microturbulence through the mid-
lower chromosphere is constrained by the nonthermal widths of the
stationary components.

5.3 Behaviour of the Synthetic Flare Spectra

5.3.1 General Characteristics

To better compare the synthetic-to-observed spectra, the output of the
numerical models were processed in the following manner: (1) 10 s
of pre-flare were added to the spectra so that when including an IRIS
exposure time the synthetic observation did not start immediately
at flare onset (i.e. in the synthetic IRIS observations the flare now
starts at 𝑡 = 10 s, not at 𝑡 = 0 s); (2) the intensity, in physical units
of erg s−1 cm−2 sr−1 Å−1, were recast onto a wavelength grid with
bin size equal to the IRIS plate scale (NUV: Δ𝜆 = 25.46 mÅ, and
FUVS: Δ𝜆 = 12.98 mÅ), conserving the intensity when doing so; (3)
the spectra were then convolved with a point spread function (PSF),
assumed to be a Gaussian with FWHM of 2 IRIS spectral pixels; (4)
spectra were converted from units of energy to number of photons;
(5) the solid angle over which a single IRIS SG pixel subtends was
calculated and the spectra multiplied by this value (Δ𝑋 = 0.33′′, and
Δ𝑌 = 0.166′′, such that we assume a filling factor of the flare source
of one); (6) the spectra were then multiplied by the IRIS effective
area, obtained from the IDL program IRIS_get_response.pro,
from the SolarSoftware tree for IRIS11 (we used the time-dependent
values to get the effective area from the 25-October-2014); (7) the
spectra were integrated over an exposure time of 𝜏exp = 4 s , and
a readout time of 1.4 s was adopted (the average cadence of the
observations was 𝜏cad = 5.36 s, which when rounded to the cadence
of the RH15D output of 0.2 s gives us the 1.4 s readout time); (8)
Poisson noise was added by sampling from a Poisson distribution
with mean value equal to the intensity within each bin; (9) spectral
summing was applied to mimic the observations, providing new
wavelength grids with Δ𝜆 = 50.92 mÅ in the NUV, and 25.96 mÅ in
the FUV; (10) count rates in photons were converted to Data Numbers

11 https://hesperia.gsfc.nasa.gov/ssw/iris/idl/lmsal/util/
iris_get_response.pro

(DN), assuming 18 photons DN−1 in the NUV and 4 photons DN−1

in the FUV.
Synthetic IRIS spectra are shown in Figures 12 (O i & Fe ii) and

13 (Mg ii), for both the 5F10 and 2F11 simulations; example O i
and Mg ii k spectra at the native RH15D resolution, without degrada-
tion to IRIS-like observations, are shown in Appendix D. On those
figures an image shows the temporal evolution as a function of wave-
length, along with several cutouts showing snapshots. For the Fe ii
2814.445 Å line we show the flare excess spectra, which is a bet-
ter model-data comparison. In the observations the flare source ap-
pears in the umbra, whereas the modelled pre-flare is a VAL3C-like
quiet Sun atmosphere. The latter will have a substantially stronger
photospheric contribution to the opacity and emission at the NUV
wavelengths near 2814.445 Å such that the background line is in
absorption. If we subtract that background then the synthetic spectra
appears much closer in shape to the observations, with the line in
emission. From those figures we see though the intensities are not
markedly different, the behaviour of line widths and asymmetries
can be quite different between the two flares.

While the 5F10 simulation does produce a condensation, it is rather
weak with relatively small effects on the lines. The O i line only
exhibits a very small red wing asymmetry, which appears after the
main heating phase. A red wing asymmetry is more apparent in the
Mg ii lines. From those spectra it is also very clear when the additional
turbulent velocity was included or not, with obviously wider Mg ii
profiles between for example 5-15 s. At native resolution the Mg ii k
line contains a central reversal at all times in the simulation, though
one that is shallower than in the pre-flare, whereas the Mg ii 2791 Å
line is flat-topped. This is typical of flare simulations unless extremely
large electron densities are present (in excess of a few ×1014 cm−3,
see discussions in Rubio da Costa & Kleint 2017; Zhu et al. 2019;
Kerr 2023). However, when degrading to IRIS resolution the central
reversal does, at times, seem to disappear or become hard to identify
(even more so in the 2F11 simulations). In the 5F10 simulation,
there is a second peak in the condensation speed such that the bulk
velocity where Mg ii forms increases (c.f. 𝑡 > 30 s in the left column
of Figure 11) resulting in the addition of turbulent broadening in
the post-heating phase and a wider line profile. At those times the
subordinate line is very weak, barely lying above the continuum level.

It is immediately clear from all of the spectral lines, but in par-
ticular the narrower lines of O i and Fe ii, that the 2F11 simulation
drives a stronger condensation, which appears as both Doppler shifts
of the line cores as well as prominent red wing asymmetries. At
native model resolution these appear in the O i & Fe ii lines initially
as a separable components in the red wings, that merge with the sta-
tionary component over the duration of the heating phase, occurring
more rapidly for the O i line. This is reminiscent of the red-wing
components discussed by Graham et al. (2020). They noted that
the shifted-to-stationary component Fe ii intensity was too large in
their model-data comparison, which may have been due to an over-
dense condensation in their simulation. Our results are similar when
inspecting the full line intensity, but when performing pre-flare sub-
traction then it is apparent that the core intensity in our simulation
increased more than the wing, which does agree well with the general
behaviour of our observations. When degrading to IRIS resolution
this initial separation is more difficult to identify. There are times
when the whole line appeared redshifted, rather than just exhibiting
an asymmetry. The observations more typically showed the latter
behaviour. Similarly, the Mg ii lines at times appeared to have fully
Doppler shifted line cores, rather than just red-wing asymmetries.
This may indicate that the condensation produced in the 2F11 model
was too fast or too dense, such that it accrued enough matter to shift
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Figure 13. Same as Figure 12 but showing the Mg ii k line (left) and Mg ii 2791 Å line (right). Grey-shaded areas are the pre-flare spectra.

the opacity of the NUV lines somewhat higher in altitude to form
inside the condensation.

5.3.2 Model-data Comparison

Here we we directly compare the synthetic IRIS spectra to the ob-
served IRIS spectra. Selecting a time near the peak of the flare in
both the observations and models we overlay the models and data on
Figure 14, where the black lines on each panel are the observations.
Orange lines are the 5F10 simulation, the green are the 2F11, and
the yellow are 2F11 where the intensities are divided by a factor of
six (this factor was chosen for illustrative purposes only). All of the
models include spectral summing.

The top two rows of Figure 14 compare the O i 1355.598 Å and Fe ii
2814.445 Å lines. The top row is the excess intensity, that is with
pre-flare subtracted, to better contrast the Fe ii synthetic data with
the observations. While the 5F10 simulation produces a continuum

intensity comparable to the data for both the FUV and the NUV,
it underestimates the O i line core and width, which also does not
exhibit a prominent asymmetry, and overestimates the core intensity
of the Fe ii line. Our larger flare simulation, 2F11, exaggerates the
continuum intensity significantly, by around a factor of six in the
NUV. This simulation does, however, produce broader lines with
asymmetries. If we also subtract the continuum level then we obtain
the second row of Figure 14, which illustrates that the 2F11 O i line
is actually a good match, with a slight underestimate of the core
intensity. The Fe ii line core remains stubbornly too intense, even
after dividing by a factor of 6.

Turning to the Mg ii NUV spectra, we see a similar story. The
fourth row of Figure 14 is a direct model-data comparison of the
intensities, that demonstrates several key takeaway points.

First, the 5F10 simulation, while matching the line core intensities
reasonably well, does not capture the intensity of the line wings,
which are too narrow. This is true both in the mid wings, but also
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Figure 14. Model-data comparisons of IRIS spectral lines. In each panel black lines are IRIS observations (pixel position and time are indicated), orange lines
are from the 5F10 simulation, and green lines are the 2F11 simulation, both at 𝑡 = 32.4 s and both degraded using the IRIS response. Additionally, yellow lines
show the NUV spectra (Mg ii and Fe ii) from the 2F11 simulation scaled down by a factor of 6. The first row shows the O i, and Fe ii lines, where the pre-flare
intensity has been subtracted. The second row shows the same, but also with the continuum level subtracted. The third row shows the Mg ii NUV spectra, where
each spectra has been normalised to the maximum intensity in the wavelength window. The fourth row shows the Mg ii NUV spectra without any normalisation.
Alongside this panel is a zoomed in portion focussing on the Mg ii k line. The main takeaway points here are that O i has a rather good model-data comparison.
Although the 2F11 simulation is ≈ 6× too intense, the Mg ii subordinate lines and local continuum are otherwise reasonably well captured. The Mg ii resonance
lines are, however, still not broad enough on either side of the line core, and the broadening in the line core is somewhat too large.
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in the far wings, such that the merging with nearby quasi-continuum
and other wings is not consistent.

Second, the continuum intensity, and consequently the line core
intensities, in the 2F11 simulation is exaggerated. Similar to the Fe ii
line, if we divide by a factor of 6 we actually capture the continuum
rather well, in a rough sense. In that case the merging of the resonance
line wings with the nearby quasi-continuum and lines looks good and
the line core intensity is also remarkably consistent with the data. If
we normalise the synthetic Mg ii spectra by the maximum value
(third row of Figure 14) then the fact that the general behaviours
(aside from line widths) are captured in the 2F11 simulation, but not
in the 5F10 simulation, is clear. That is, the core-to-continuum ratio
is well-captured.

Third, even with this dilution by an ad-hoc factor of six to match the
observed intensities, the Mg ii h & k line wings are too narrow, with a
non-negligible underestimate. A zoomed-in view of the Mg ii k line is
included to demonstrate this clearly. We remind the reader that these
synthetic spectra include what we consider to be the upper limit for
microturbulence, based on (a) the observations of O i 1355.598 Å, (b)
that modelling suggests the formation temperature of O i 1355.598 Å
may be higher than we assumed in the observational section (i.e. the
nonthermal width would decrease somewhat), and (c) that since the
cores of the O i, Cl i, and Fe ii lines do not exhibit notable broadening,
the microturbulence does not suddenly increase with depth to values
required by prior studies to explain the wing widths (that is, up to
30-50 km s−1; Zhu et al. 2019; Rubio da Costa & Kleint 2017; Huang
et al. 2019). Additionally, as noted by Zhu et al. (2019), including such
large values at depths below the resonance line core formation heights
also results in the nearby continuum and subordinate lines taking on
the wrong shape relative to observations, whereas we capture those
aspects well.

Fourth, the value of microturbulence included within the forma-
tion region of Mg ii also seems to be at the limit of what is permitted
to avoid exaggerating the line core width. Re-running the 2F11 simu-
lation with condensation 𝑉turb = [7.5, 14] km s−1 demonstrates that
smaller values of 𝑉turb are more consistent with the core of the line,
but that larger 𝑉turb results in a core that is too wide. Perhaps the
microturbulence is located primarily along the leading edge of the
condensation, such that it decreases with altitude towards the Mg ii
core formation height which is slightly higher than the O i 1355.598 Å
line, though it must then increase again as relatively large values of
𝑤Nthm > 30 km s−1 are often measured for the Si iv resonance lines
(e.g. Jeffrey et al. 2018; Sellers et al. 2022), and even larger values
for hotter transition region and coronal lines are typical (e.g. those
analysed from a flare footpoint by Milligan 2011; Sellers et al. 2022,
using Hinode/EIS observations).

Using the same definition of Mg ii k line width as we used for the
IRIS observations (that is, the quantile-width, 𝑊𝑄 , c.f. Figure 7),
the under-prediction of the width is quantified in Figure 15 as a
function of time. On that figure the dotted horizontal lines indicate
the range of typical values calculated in the observations at flare
peak. Note that the pre-flare profiles exhibit a core-to-wing intensity
that is too low compared to observations of the quiet Sun, so the line
width is artificially large in the pre-flare period. At times when the
lightcurve of intensity is peaking the width of the line is lower than
the range of the observations. It is only after the intensity starts to
decrease that the line width approaches the observed largest widths.
Over the peak intensity, the line width in the observations is at least
𝑊𝑄 ∼ 0.5−0.6 Å, but only around 0.4 Å in the models. An interesting
feature here is that when the line begins initially to decrease in
intensity, the width increases for a short while, which is what we
see in the observations also. Inspecting the line formation properties
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Figure 15. Evolution of the widths (red lines) and integrated intensities (grey
shaded areas) of the Mg ii k line in the 5F10 simulation (top panel) and
2F11 (bottom panel) simulations. Both were measured using the synthetic
IRIS data, with spectral summing included. The widths were measured using
the quantile method. On each panel the dotted horizontal lines are the typical
range of observed values of Mg ii k line width during the peak of the flare
(compare to Figure 7).

suggests this is due to rapid cooling of the upper chromosphere
where the line core forms, reducing the gradient between between
core-to-line source functions. However, we are missing some amount
of width during the peak of the intensity, which presents a problem
for our models.

It is worthwhile to note that the Mg ii h & k line widths in this flare
are not even amongst the broadest examples observed in solar flares,
meaning that the discrepancy between models and data are even more
stark for other events. For example see the Mg ii spectra observed
in the X-class 2014-March-29th flare (e.g. Liu et al. 2015; Rubio
da Costa & Kleint 2017; Zhu et al. 2019), and the comprehensive
characterisation of Mg ii profiles by Panos et al. (2018).

5.4 Discussion

Smearing of profiles by unresolved large (> 150 − 200 km s−1)
macroscopic flows, or including rather large values of microturbu-
lence throughout the chromosphere have been suggested as a res-
olution to the question of the broadening of Mg ii resonance lines
during solar flares. Neither is compatible with our observations or
modelling. Our flare models are clearly missing certain ingredients.
We briefly speculate as what those may be, which are not mutually
exclusive nor exhaustive.

One missing ingredient may be additional heating at great depths.
Temperature gradients between the core-to-wing formation heights
may be too steep in current modelling, such that the core is too in-
tense relative to the wings. Easing that gradient, either by increased
density to raise the wing formation height closer to the line core
formation height, or by additional heating of the lowest parts of the
atmosphere that is not currently taking place in our electron-beam
models. Heating the chromosphere to a greater depth would enhance
the line wing’s source function at those depths (the core forms in
the upper chromosphere), naturally increasing the emergent inten-
sity (in the Eddington-Barbier approximation, the emergent intensity
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at some wavelength is reflective of the source function at the height at
which 𝜏𝜆 = 1). Broadening due to the stratification of the line source
function is often referred to as ‘opacity broadening’ (see e.g. Rathore
& Carlsson 2015), and increased opacity broadening due to mass-
loading of the quiet chromosphere has recently been explored as an
explanation for the width of quiescent Mg ii profiles in MHD mod-
els (Hansteen et al. 2023). Further evidence that heating to greater
depth is required in flares includes the outstanding problem of where
and how the NUV and optical continua are formed (i.e. the question
of white light flares), and the requirement to heat the temperature
minimum region or upper photosphere, inferred from spectral in-
versions (e.g. Metcalf et al. 1990a,b) and spectropolarimetry (e.g.
Jurčák et al. 2018). Certain observations point to a mid-upper chro-
mospheric origin of the optical continuum due to the presence of
a Balmer jump, whereas other sources are consistent with heating
of the upper photosphere or temperature minimum region. Indeed,
some semi-empirical modelling suggests that to explain both the ob-
served NUV and optical data we need heating of the full extent of the
photosphere through transition region (e.g. Kleint et al. 2016). For
more discussion see the introduction to Kerr & Fletcher (2014) and
Section 3 of Kerr (2023). Investigation into the continuum-to-line
ratio for Fe ii (e.g. Kowalski et al. 2019) in this flare could help guide
the models, which currently predict ratios too small compared to the
observations.

Another potential missing ingredient is broadening due to interac-
tions between ambient Mg ii ions and the nonthermal particles within
the electron or proton beams. RADYN includes nonthermal collisions
for H and He, but we do not model the effects on Mg ii. Hawley et al.
(2007) speculated that the discrepancy between their stellar flare ob-
servations and models of Mg ii resonance lines may be in some part
due to the addition of nonthermal collisions to the total collisional
rate, since the PRD implementation uses the depopulation rate of the
h & k lines when calculating the coherency rates in the PRD solution.
Enhancing the collisional rates may result in increased redistribution
of core photons to the wings. As well as nonthermal collisions, the
energetic electrons in the beam could produce broadening due to
turbulent electric fields from beam-induced plasma waves, that re-
sult in an additional Stark-type effect (Airapetyan & Nikogosyan
1988; Gavrilenko 1999; Tomozov 1990), or during charge-exchange
between nonthermal particles and ambient plasma (Gomez et al.
2022). The effect of these latter processes on Mg ii is unknown, but
certainly present interesting avenues to explore.

6 SUMMARY & CONCLUSIONS

We have performed an observational study of optically thin emission,
primarily O i 1355.598 Å emission during a solar flare, which sub-
sequently informed numerical modelling in an attempt to determine
if increased microturbulence within a chromospheric condensation
could satisfactorily broaden the Mg ii lines.

Red-wing asymmetries were identified in lines of O i 1355.598 Å
(optically thin), Cl i 1351.66 Å (potentially optically thin inside the
condensation), and Fe ii 2814.445 Å (potentially optically thin inside
the condensation), as well as in numerous other strong IRIS lines. The
metrics obtained from double-component Gaussian fits to each line
were similar for all three lines, lending credence to the assumption
that the shifted components of Fe ii and Cl i could be treated as mostly
optically thin.

Assuming that these nonthermal widths were caused by microtur-
bulence, we inserted a value of 𝑉turb = 10 km s−1 at heights corre-
sponding to a chromospheric condensation in a radiation hydrody-

namics flare simulation. The flare atmospheres were post-processed
to synthesise the Mg ii NUV spectra, the O i 1355.598 Å line, and
the Fe ii 2814.445 Å line. Despite increasing the Mg ii line width,
this value of microturbulence was insufficient to broaden the Mg ii
spectra enough to match the observations. Some key conclusions,
and summary points are:

• The O i, Cl i, and Fe ii lines exhibited line intensities that had a
two-stage decay. The rise, peak, and initial decay of intensity was co-
temporal with the presence of a red wing asymmetry lasting 30-90 s,
followed by a more gradual decay that took a further several minutes
to approach background levels.
• Fitting two-component Gaussians functions to these lines found a
stationary component with slightly redshifted components. Those
redshifted components had nonthermal widths 𝑤Nthm ∼ 5 −
12 km s−1, representing a broadening relative to the background
values. Based on modelling results, this may indeed be an upper
limit, since the formation temperature could be higher than the as-
sumed 𝑇 = 10 kK. These values are consistent with recent models of
MHD turbulence in flares (Ruan et al. 2023). The stationary compo-
nent had small blue or redshifts around the rest wavelength, without
strong increases in line width.
• In our data-guided modelling, O i 1355.598 Å was confirmed to
be optically thin throughout the flare, with the red wing forming
alongside the Mg ii lines and the line core (stationary component in
the observations) formed somewhat deeper but still close in height.
• The Fe ii line stationary component formed over a large extent of
the chromosphere, with opacity playing a smaller role during the
flare (𝜏𝜆 ∼ 0.05 − 0.1). The red wing formed within the condensa-
tion, nearby the Mg ii spectra, and was mostly optically thin. Thus,
both O i 1355.598 Å and Fe ii 2814.445 Å are good measures of
both the development of the condensation, and of the magnitude of
microturbulence near the Mg ii lines.
• Apart from the elevated continuum intensity, the synthetic O i
1355.598 Å compared well with observations, with similar widths,
red-wing asymmetries and line intensities.
• The synthetic Mg ii NUV spectra was around a factor 6 too intense
in the stronger flare, but captured the relative shape and intensity
of the resonance lines, subordinate lines, and nearby continua rather
well. The weaker simulation was not as consistent with regard to the
nearby continuum between the resonance and subordinate lines, and
the subordinate lines were too weak relative to the resonance lines.
• The Mg ii resonances lines were still too narrow, suggesting that
the answer to the question of why the observed lines are so broad is
not solely due to microturbulence. Increasing microturbulence with
depth below the core formation height would not be consistent with
the O i observations, which exhibit narrow stationary components.
• Using a range of values of 𝑉turb = [7.5, 10, 14] km s−1 in the
condensation indicates that 7.5 km s−1 or 10 km s−1 captures the
width of the core adequately, whereas 14 km s−1 produces a core
that is too wide.
• We speculate two avenues for future efforts to rectify the model-data
discrepancy of broad profiles: (1) the Mg ii lines may be broadened by
decreasing the gradient in source function between the line and core,
for example by increasing the temperature in the lower chromosphere
via additional flare energy deposition at those depths (i.e. opacity
broadening), or (2) that interactions between the particle beam itself
and ambient Mg ii may act to broaden the lines nonthermally, but not
via the typical Doppler microturbulence.

Spectral inversions of chromospheric lines offers another route to
estimating an atmosphere that may represent the conditions that pro-
duced an observed spectral line (e.g. see de la Cruz Rodríguez et al.

MNRAS 000, 1–25 (2023)



O i Nonthermal widths in a Solar Flare 21

2019, and references therein). Yadav et al. (2021) inverted ground
based Ca ii 8542 Å and Ca ii K line flare observations, finding values
of microturbulence ranging a few km s−1 in the lower atmosphere and
up to ∼ 5− 10 km s−1 in the upper chromosphere (log 𝜏500 ∼ 10−4),
consistent with our results. Recent efforts (Sainz Dalda & De Pontieu
2022) used spectral inversions to explore the origin of two classes of
broad Mg ii line profiles observed in the 2014-March-29th X class
flare: both had Lorenztian wings, one that appeared rather pointed
without reversed core, and one with a central reversal and red-peak
asymmetry. Sainz Dalda & De Pontieu (2022) produced, via those
inversions, model atmospheres that had 𝑉turb ∼ 5− 15 km s−1 in the
chromosphere. Whilst these values are consistent with our findings
based on O i 1355.598 Å, the atmospheres on first glance appear
quite different that those produced by electron beam driven radiation
hydrodynamic simulations. Sainz Dalda & De Pontieu (2022) also
state that it is the presence of a strong, divergent velocity field in
the upper chromosphere of their inverted atmospheres that produces
the ‘pointy’, very broad Mg ii profiles (though not as extreme as that
required by Rubio da Costa & Kleint 2017). However, it is not clear
then why RHD models that calculate velocity gradients and mass
advection self-consistently, and which often contain strong upflow
and downflow gradients, do not similarly reproduce these profiles.
We look forward to the opportunity to comprehensively compare our
RHD model atmospheres with the results of spectral inversions, in-
cluding to explore the role that the corrugated pre-flare atmosphere
may play compared to our idealised pre-flare conditions.
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APPENDIX A: DESCRIPTION OF SPECTRAL LINE
EVOLUTION

What follows is a general description of the evolution of each line,
as shown in Figures 4 & 5.

Cl i 1351.66 Å: The line starts very narrow in the pre-flare, and the
peak intensity is largest before the line broadens. Though still more
intense than the pre-flare, the peak line intensity decreases somewhat
before displaying clear asymmetries in the red wing. When the line
is at its narrowest, the on-board spectral summing means that it is
only 3-4 pixels across. The line is at its brightest for approximately
30 s, though remains enhanced for several minutes. The asymmetry
is present prominently for around 30-45 s.

O i 1355.598 Å: The line brightens in response to the flare, but
remains fairly steady in intensity throughout. It broadens, and exhibits
a red wing asymmetry that, owing to the lower contrast between the
core-to-wing intensity, is easier to see in the initial development than
Cl i. The nearby C i 1355.844 Å line is considerably brighter, and
broadens by a greater extent. The intensity ratio changes in response
to the flare, with C i outshining O i during flare periods but the
opposite is true during quiescent times. Such behaviour has been
known for some time (e.g. Cheng et al. 1980; Lin et al. 2017), and
a study of their relative formation properties during flares would be
interesting, but is outside the scope of this manuscript. Evidently,
however, there is some small level of flare heating for more than
a minute prior to the strongest enhancements, since the C i line is
brighter than the O i line.

Si iv 1402.77 Å: The behaviour of the Si iv resonance line similar
to prior observations of this line during flares. That is, the intensity
becomes very large, and the line exhibits very broad wings. The
red-wing asymmetries in the flare studied here may be quite tame
compared to other events. At certain times the detector is saturated.

Fe ii 2814.445 Å: This line, and its Fe i neighbour at 2814.115 Å
are initially very weak and comparable to the pre-flare continuum
nearby the line. Over time two clear emission lines form, with a clear
red wing asymmetry that persists for a similar length of time as the
Cl i and O i asymmetries. The Fe i line does not show a very obvious
asymmetry, but its formation depth may be lower and less affected by
the condensation that produces red wing features in the lines forming
at greater altitude. It is also less likely to be optically thin, thus harder
to interpret and so we focus on the Fe ii line.

Mg ii 2791.60 Å: This Mg ii subordinate line displays a red wing
extending out 0.5 Å or more from the rest wavelength. The nearby
quasi-continuum intensity is more than an order of magnitude in-
creased from the pre-flare, and the line is fully in emission with no
self-absorption features. Though forming at large column depth in
the quiescent periods (e.g. Pereira et al. 2015), the subordinate lines
form close to the Mg ii resonance lines in the flaring atmosphere
(Kerr et al. 2019a,b; Zhu et al. 2019), so this asymmetry is expected
to be caused by the same condensation that produces the asymme-
try in the other lines. Note that the asymmetry is clearly present a
lot earlier than in the optically thin lines, though again we note that
those lines are weaker, which possibly hides the development of an
asymmetry.

Mg ii k: Much like the Mg ii subordinate line, the resonance lines
increase in intensity by a significant degree, and both wings broaden
in addition to the red wing exhibiting an asymmetry. The k line is
single peaked both in the flare and the pre-flare, since this source is
in the penumbra/umbra. After the peak of the flare the wings remain
broad, and Lorenztian in shape, similar to the profiles discussed by
Rubio da Costa & Kleint (2017) and Zhu et al. (2019), though the
event we report here is less broad than in those other studies.
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Figure B1. Effect on calculation of 𝑤Nthm of varying 𝑇form (top row) or 𝑊I (bottom row). For each, two sources are shown, one from the main region of
interest (slit pixel 49; first column) and the other from a portion of flare ribbon located further west (slit pixel 205; second colum). In the top row 𝑇form is varied
with a fixed 𝑊I. In the bottom row 𝑊I is varied for a fixed 𝑇form. Missing segments indicate where the observed total width is smaller than the thermal width
+ instrumental width (i.e. one of those values is overestimated). This typically happens in the umbral/penumbral source (first column) which has a somewhat
narrower profile. Generally, though, varying each of these properties through reasonable values does not have a terribly large impact on the calculated value
of 𝑤Nthm, particularly during the flare where 𝑤Nthm is a more significant contributor to the total width. Here a single Gaussian component was fit to the O i
1355.598 Å line. The instrumental widths expressed as (1/e) half-width values are included in parenthesis.

APPENDIX B: EFFECT OF VARYING 𝑇FORM AND 𝑊I

When calculating 𝑤Nthm it is necessary to make some assumption
about the plasma temperature in order to calculate the thermal width
𝑤thm = 𝜆

𝑐

√︃
2𝑘𝑏𝑇
𝑚𝑖

. For O i we assumed 𝑇 = 10 kK during the flare,
and 𝑇 = 6 kK when measuring the ambient non-flaring 𝑤Nthm. As
discussed in the main text, the flare temperatures may be somewhat
larger, and the non-flaring temperatures may take a range of values,
up to 𝑇 = 10 kK (see Lin & Carlsson 2015). We illustrate the effect
on 𝑤Nthm of varying 𝑇 , with fixed values of the instrumental width,
in Figure B1 (top row), for two pixels. One source is in the primary
region of interest (first column) , the other from the western ribbon
(second column). The range of 𝑇 does cause some variation in the
pre-flare 𝑤Nthm values, but during the flare the spread of 𝑤Nthm is
quite small and on the order of 1 km s−1 or so from smallest to largest
𝑇 . Given the larger mass of Cl and Fe, the variations with increasing
temperature would be smaller.

Similarly, an assumption must be made for the instrumental width,
which is particularly important for these narrow lines where 𝑊I can
be a non-negligible component of the total observed line width.
To demonstrate the impact of our assumption of 𝑊I = 28.6 mÅ
the bottom row of Figure B1 shows 𝑤Nthm calculated with a fixed
temperature 𝑇 = 10 kK, and variable 𝑊I. That range represents
spectral point spread functions equal to ∼ 1.85−2.46 IRIS SG pixels
in the FUVS channel. The flare values of 𝑤Nthm vary by less than
∼ 1 km s−1 over that range of 𝑊I. In that figure the instrumental

widths expressed a (1/e) half-width are also listed in parenthesis, in
velocity units.

APPENDIX C: FORMATION PROPERTIES

Taken as a whole, our two simulations produced spectral lines that
exhibited many of the same characteristics as the observations, espe-
cially when degraded to IRIS resolution with appropriate exposure
times and spectral summing. It seems that the condensation produced
in our higher energy model was too fast compared to the observa-
tion, and similarly the condensation was too slow in the lower energy
model. Still, given that both produced broadening, these simulations
can be informative regarding our three main questions: (1) can the O i
or Fe ii lines guide us as to the magnitude of nonthermal broadening
in the chromosphere?; (2) where do they form in relation to the Mg ii
lines?; (3) can the magnitude of microturbulent broadening within
the condensation explain Mg ii line widths?

To answer (1) & (2) we study the formation properties of the lines,
specifically the plasma properties in the regions where they form.
The specific intensity in a plane-parallel semi-infinite atmosphere
can be defined as

𝐼𝜆𝜇 =

∫
1
𝜇
𝑆𝜆 (𝑧)𝑒−𝜏𝜆 (𝑧)/𝜇𝜒𝜆 (𝑧)d𝑧 =

∫
𝐶𝜆𝜇 (𝑧)d𝑧, (C1)

where 𝜇 = cos 𝜃 (𝜃 is the viewing angle between the line of sight
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Figure C1. Formation of the O i 1355.598 Å line (top panel) and Fe ii
2814.45 Å line (bottom panel) at 𝑡 = 20 s in the 2F11 simulation. The
background image on each panel is the contribution function to the emergent
intensity, 𝐶𝜆𝜇 (𝑧) , on a logarithmic scale equalised along each wavelength.
The time, viewing angle 𝜇 = cos 𝜃 , and line core wavelengths for each line
are printed on the panels. These show locations in the atmosphere where line
intensity originates. The dashed line on each panel is the 𝜏𝜆 = 1 layer. The
dotted lines show the atmospheric bulk velocity, where positive is a downflow.
Finally, the thin solid lines on each panel are the emergent line profile, in
units of radiation temperature.

and the normal), 𝑆𝜆 is the wavelength-independent source function,
𝜏𝜆 is the optical depth, 𝜒𝜆 is the monochromatic opacity, and 𝐶𝜆𝜇

is referred to as the contribution function to the emergent intensity
(e.g. Magain 1986; Carlsson 1998). The contribution function, which
varies with height, can in effect show us where in the atmosphere
the line forms. If the line forms sufficiently far above the height
at which 𝜏𝜆 = 1 then the line can be said to form under optically
thin conditions, with opacity effects playing little to no role in line
formation. If the line forms close to the 𝜏𝜆 = 1 layer, though, then
opacity effects will play a role in line formation and the line is said

to be optically thick. The dividing line between optically thick or
thin conditions is not strictly defined in 𝜏𝜆 space, but in this work
we assume that if a line component forms at heights above 𝜏𝜆 ∼ 0.1
then it is likely safe to assume optically thin formation. In this case,
physically meaningful results can be extracted from Gaussian fits.

Example contribution functions,𝐶𝜆𝜇 (𝑧), for the O i and Fe ii lines
are shown Figure C1, for a snapshots from the 2F11 flare simulations,
showing the red wing components caused by the condensation.

From study of the 𝐶𝜆𝜇 (𝑧), we found that the O i 1355.6 Å line
is optically thin throughout. Though some contribution does form
around the 𝜏𝜆 = 1 layer, the bulk forms over several hundred kilo-
metres. Though the line wing of Fe ii is fairly optically thin once the
condensation produces line emission there, the line core does have
non-negligible emission close to the 𝜏𝜆 = 1 layer, such that the line
centre optical depth is 0.1 < 𝜏𝜆 < 1. Towards the end of the flare
simulations, when the atmosphere has pushed the transition region
to greater depth, the Fe ii line does form closer to the 𝜏𝜆 = 1 layer
and optical depth effects likely play a role. At these times the shifted
component has merged with the stationary component, so there is
not a notable red wing asymmetry present. Thus, our speculation
that the observed Fe ii shifted component is optically thin appears
valid through most of the simulation.

Following a similar approach to Kowalski et al. (2017), Zhu et al.
(2019), and McLaughlin et al. (2023) we can measure the average
plasma properties in the region of the atmosphere in which either
the line cores or the red wings form. The normalised cumulative
distribution function of 𝐶𝜆𝜇 (𝑧) was computed for each line, 𝐶NCDF.
The heights in the atmosphere corresponding to where the bulk of the
line forms were identified as where𝐶NCDF = 0.95 and𝐶NCDF = 0.1.
Then, the average of various properties were measured, weighted by
the contribution function itself. For example, for temperature:

𝑇form =

∫ 𝑧 (𝐶NCDF=0.95)
𝑧 (𝐶NCDF=0.10) 𝐶𝜆𝜇 (𝑧)𝑇 (𝑧)d𝑧∫ 𝑧 (𝐶NCDF=0.95)

𝑧 (𝐶NCDF=0.10) 𝐶𝜆𝜇 (𝑧)d𝑧
. (C2)

In this manner the mean formation height was measured, as was
the mean temperature, electron density, bulk velocity, and 𝜏𝜆 at that
height, for each line as a function of time. These results are shown
for the 2F11 simulation in C2, during a period of time that the dense
condensation produces a red wing component in each line. The solid
lines are the line cores (defined as the wavelength for which the
height of 𝜏𝜆 = 1 is maximum over the line), and the dashed lines
10 km s−1 into the red wings (defined from the rest wavelength). At
times when the condensation does not result in line emission in the
wings, the plasma properties are from where the nearby continuum
is formed. It is only after 𝑡 ∼ 10 s or so that wing emission O i or
Fe ii is strong (which is roughly when the density in the condensation
becomes strongest, c.f. Figure 11).

Initially the Fe ii 2814.445 Å, O i 1355.6 Å, and Mg ii 2791.6 Å
lines cores form several hundred kilometres below the Mg ii k line.
Fairly rapidly the chromosphere is compressed and the line cores form
very close to each other, within a few 10s of kilometres or smaller for
the two Mg ii lines, which are together around 100-150 km higher in
altitude than the core of O i 1355.6 Å. Later when the condensation
has accrued density and line emission appears in the extended red
wings, the wing emission forms even closer to the Mg ii lines, within
60 km or so. At these times the lines sample reasonably similar
plasma conditions, though there is clearly a strong gradient through
the condensation such that the O i and Fe ii lines form in a slightly
cooler plasma Mg ii k line, but very close to the conditions of the
Mg ii 2791.6 Å line. That is, a temperature in the range 𝑇 ∼ 8 kK
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for Fe ii, 𝑇 ∼ 12 − 18 kK for O i and Mg ii 2791.6 Å, but 𝑇 ∼ 25 kK
for Mg ii k. The electron density in the formation region of each line
increases by more than 2 orders of magnitude, ultimately forming
between 𝑛𝑒 ∼ 0.6 − 1 × 1014 cm−3. These densities are below the
values that have previously been found to produce single peaked Mg ii
profiles, but the shallow reversals when degraded to IRIS resolution
do appear quite flat-topped or single peaked when spectral summing
is included.

As expected, the Mg ii lines form under optically thick conditions
throughout, with only a small drop in the mean optical depth when
some minor contributions are present above the 𝜏𝜆 = 1 layer. The
O i 1355.6 Å emission in the core is generally below 𝜏𝜆 < 0.1,
particularly during the flare, and the component in the red wing
(mostly present at later times) has an optical depth 𝜏𝜆 < 0.01. The
Fe ii 2814.445 Å core does initially have an optical depth 𝜏𝜆 ∼ 0.6,
which drops during the flare to 𝜏𝜆 ∼ 0.05 when the upper atmosphere
contributes more to line formation. When the condensation produces
strong emission at 10 km s−1 into the line wing (e.g. 15-19 s) the
Fe ii line wing is optically thin also, tracking the leading edge of the
condensation.

APPENDIX D: SPECTRA AT NATIVE RESOLUTION

Below are examples of the O i 1355.598 Åand the Mg ii k spectra
from the 2F11 simulation, without any degradation to mimic IRIS
observations. Intensities are shown in units of radiation temperature.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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Figure C2. Mean plasma properties in the formation region of the Mg ii k, Mg ii 2791 Å, Fe ii 2814.445 Å, and O 1 1355.6 Å lines for 𝑡 = 0 − 5 s of the 2F11
simulation, for both the line core (solid lines) and at 10 km s−1 from each line’s rest wavelength (dashed lines). Shown are (A) the formation heights, (B)
optical depth 𝜏𝜆, (C) temperature in the formation region, (D) electron density in the formation region, and (E) bulk velocity in the formation region (positive
is downflow). In panel (A) the bulk velocity is shown for context (positive is downflow, and the colour table is saturated).

MNRAS 000, 1–25 (2023)



O i Nonthermal widths in a Solar Flare 27

Figure D1. Spectra from the 2F11 simulation, direct from the RH15D simu-
lation, without any degradation to IRIS quality. Shown are O i 1355.598 Å
(top) and Mg ii k (bottom). The grey shaded area shows the pre-flare spectra.
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